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Abstract

The development of large-area homogeneous photo-detectors with sub-millimeter path lengths for direct Cherenkov light and for secondary-electrons opens the possibility of large time-of-flight systems for relativistic particles with resolutions in the pico-second range. Modern ASIC techniques allow fast multi-channel front-end electronics capable of sub-pico-second resolution directly integrated with the photo-detectors. However, achieving resolution in the pico-second range requires a precise knowledge of the signal generation process in order to understand the pulse waveform, the signal dynamics, and the noise induced by the detector itself, as well as the noise added by the processing electronics. Using the parameters measured for fast photo-detectors such as micro-channel plates photo-multipliers, we have simulated and compared the time-resolutions for four signal processing techniques: leading edge discriminators, constant fraction discriminators, multiple-threshold discriminators and pulse waveform sampling.

1 Introduction

The typical resolution for measuring time-of-flight of relativistic particles achieved in large detector systems in high energy physics has not changed in many decades, being on the order of 100 psec \cite{1,2}. This is set by the characteristic scale size of the light collection paths in the system and the size of the drift
Fig. 1. The difference in times (solid line, dashed, dotted-dashed) over a path-length of 1.5m for electrons (i.e. zero time delay relative to the speed of light) versus pions, pions versus kaons, and kaons versus protons, as a function of the charged particle momentum. The time resolutions necessary for a $3\sigma$ separation versus momentum are also shown (dotted lines).

paths of secondary electrons in the photo-detector itself, which in turn are usually set by the transverse size of the detectors, characteristically on the order of one inch (100 psec). However, a system built on the principle of Cherenkov radiation directly illuminating a photo-cathode followed by a photo-electron amplifying system such as a Micro-Channel Plate Photo-Multiplier (MCP-PMTs) [3] with characteristic dimensions of 10 microns or less, has a much smaller characteristic size, and consequently a much better intrinsic time resolution [4–6].

Time-of-flight techniques with resolution of less than several picoseconds would allow the measurement of the mass, and hence the quark content, of relativistic particles at upgraded detectors at high energy colliders such as the Fermilab Tevatron, the LHC, Super-B factories, and future lepton-colliders such as the ILC or a muon-collider, and the association of a photon with its production vertex in a high-luminosity collider [7]. Other new capabilities at colliders would be in associating charged particles and photons with separate vertices in the 2-dimensional time-vs-position plane, and searching for new
heavy particles with short lifetimes [8,9]. The difference in transit times over a path-length of 1.5 meters, typical of the transverse dimension in a solenoidal collider detector such as CDF or ATLAS, is shown in Figure 1. Many other applications with different geometries, such as forward spectrometers, would have significantly longer path-lengths, with a consequent reach in separation to higher momenta, as can be scaled from the figure.

There are possible near-term applications of fast timing requiring resolutions of several picoseconds but smaller area systems (≈0.001-1 m²), such as missing-mass searches for the Higgs at the LHC [10], and non-magnetic spectrometers for the development of 6-dimensional phase-space muon cooling [11]. There are likely to be applications in other fields as well, such as measuring longitudinal emittances in accelerators, precision time-of-flight in mass spectroscopy in chemistry and geophysics, and applications in medical imaging.

At lower time and position resolution, the same techniques could be used for instrumenting the surfaces of large-ring imaging water Cherenkov counters, in which measurement of both the position and time-of-arrival of Cherenkov photons would allow reconstruction of track directions and possibly momenta [12].

In order to take advantage of photo-detectors with intrinsic single photo-electron resolutions of tens of picoseconds to build large-area time-of-flight systems, one has to solve the problem of collecting signal over distances large compared to the time resolution while preserving the fast time resolution inherent in the small feature size of the detectors themselves. Since some of these applications would cover tens of square meters and require tens of thousands of detector channels, the readout electronics have to be integrated via transmission lines with the photo-detector itself in order to reduce the physical dimensions and power, increase the analog band-width, improve readout speed, and provide all-digital data output.

There are a number of techniques to measure the arrival time of very fast electrical pulses [13–16]. Typically one measures the time at which the pulse crosses a single threshold, or, for better resolution, the time at which the pulse reaches a constant fraction of its amplitude [17]. An extension of the threshold method is to measure the time that a pulse crosses multiple thresholds [18].

A recent development is the large-scale implementation of fast analog waveform sampling onto arrays of storage capacitors using CMOS integrated cir-
circuits at rates on the order of a few GSa/s. Most, if not all of them, have actually 3dB analog bandwidths below 1 GHz [19–22]. The steady decrease in feature size and power for custom integrated circuits now opens the possibility for multi-channel chips with multi-GHz analog bandwidths, and able to sample between 10 and 100 GHz, providing both time and amplitude after processing. Assuming that the signals are recorded over a time interval from before the pulse to after the peak of the pulse, with sufficient samples fast waveform sampling provides the information to get the time of arrival of the first photo-electrons, the shape of the leading edge, and the amplitude and integrated charge. While other techniques can give time, amplitude, or integrated charge, fast sampling has the advantage that it collects all the information, and so can support corrections for pileup, baseline shifts before the pulse, and filtering for noisy or misshapen pulses. In applications such as using time-of-flight to search for rare slow-moving particles, having the complete pulse shape provides an important check that rare late pulses are consistent with the expected waveform.

The outline of this note is as follows: Section 2 describes the four techniques for determining the time-of-arrival of an electrical pulse from a photo-detector. Section 3 describes the input signal parameters of the simulation program used for the comparisons, and the parameters used for each of the four methods in turn. Section 4 presents the results and the methods and parameters to be used in real systems. The conclusions and summary are given in Section 5.

2 Timing techniques

Present photo-detectors such as micro-channel plate photo-multipliers (MCP-PMTs) and silicon photomultipliers achieve rise-times well below one nanosecond [23–25]. Ideal timing readout electronics would extract the time-of-arrival of the first charge collected, adding nothing to the intrinsic detector resolution. Traditionally the best ultimate performance in terms of timing resolution has been obtained using constant fraction discriminators (CFDs) followed by high precision amplitude digitization. However, these discriminators make use of wide-band delay lines that cannot be integrated easily into silicon integrated circuits, and so large front-end readout systems using CFD’s to achieve sub-nsec resolution have are not yet been implemented.
Several other well-known techniques in addition to constant-fraction discrimination have long been used for timing extraction of the time-of-arrival of a pulse:

(1) Single threshold on the leading edge;
(2) Multiple thresholds on the leading edge, followed by a fit to the edge shape;
(3) Pulse waveform sampling, digitization and pulse reconstruction.

Applying a fixed threshold to the leading edge, which is a one-parameter technique, suffers from a dependence of the extracted time with the pulse amplitude, even for identical waveforms. In addition, this method is sensitive to base-line shifts due to pile-up, the overlap of a pulse with a preceding one or many, a situation common in high-rate environments such as in collider applications. Also, for applications in which one is searching for rare events with anomalous times, the single measured time does not give indications of possible anomalous pulse shapes due to intermittent noise, rare environmental artifacts, and other real but rare annoyances common in real experiments.

In contrast, constant fraction discrimination takes into account the pulse amplitude. The most commonly used constant fraction discriminator technique forms the difference between attenuated and delayed versions of the original signal. There are therefore three parameters: the delay, the attenuation ratio, and the threshold. These parameters have to be carefully set with respect to the pulse characteristics in order to obtain the best timing resolution.

The multiple threshold technique samples the leading edge at amplitudes set to several values, for instance at values equally spaced between a minimum and a maximum threshold. The leading edge is then reconstructed from a fit to the times the pulse reaches the thresholds to extract a single time as characteristic of the pulse. As in the case of constant fraction discrimination, if the pulse shape is independent of amplitude, the reconstructed time will also not depend upon the pulse amplitude, provided the thresholds are properly set.

In the simulation, the single threshold was set at 8% of the average pulse amplitude, providing the best timing resolution. Lower threshold values could not be used due to the noise, particularly at low photo-electrons numbers. For multiple-threshold, almost no improvement was found at more than four thresholds; the lowest and highest thresholds were determined to avoid sensitivity and inefficiencies at low photo-electrons numbers.
Waveform sampling stores successive values of the pulse waveform. For precision time-of-arrival measurements, such as considered here, one needs to fully sample at least the leading edge over the peak. In order to fulfill the Shannon-Nyquist condition [26], the sampling period has to be chosen short enough to take into account all frequency components containing timing information, which is that the minimum sampling frequency is set at least at twice the highest frequency in the signal’s Fourier spectrum. In practice, there are frequency components contributing to the leading edge well above the 3-dB bandwidth of the signal spectrum, before the noise is dominant, and these components should not be filtered out. After digitization, using the knowledge of the average waveform, pulse reconstruction allows reconstructing the edge or the full pulse with good fidelity. The sampling method is unique among the four methods in providing the pulse amplitude, the integrated charge, and figures of merit on the pulse-shape and baseline, important for detecting pile-up or spurious pulses.

3 Simulations

We have developed a Monte-Carlo simulation tool using MATLAB [27] in order to generate pulses having the temporal and spectral properties of fast photo-detector signals, and to simulate and compare the behavior of the four techniques described in Section II. Both amplitude and timing resolution are estimated as a function of various parameters, such as the number of photo-electrons, the signal-to-noise ratio, and the analog bandwidth of the input section of the front-end electronics [28]. In the case of sampling, the resolution is estimated as a function of the sampling frequency, the number of bits in the analog-to-digital conversion, and the timing jitter of the sampling. The four methods are simulated and results are evaluated with respect to each other below.

3.1 Input signals

In order to run a Monte-Carlo using realistic signals, pulses have been synthesized based on measurements of MCP signals such as those shown in Figure 2. The synthesized signals are calculated as the convolution of a triangular wave-
Fig. 2. A signal from a Photonis XP85011 micro-channel plate photo-detector with 25µ-diameter pores [29], recorded with a Tektronix TDS6154C oscilloscope [30], using the ANL laser test-stand [31]. Signal to Noise ratio is 40. The oscilloscope analog bandwidth is 15 GHz, sampling rate 40 GS/s, and the horizontal and vertical scales are 2.5 ns/division, and 5mV/division, respectively.

form having a rise time of 100 ps and fall time on the same order [23], with an impulse waveform of \( te^{-t/\tau} \), where \( \tau \) is set according to the analog bandwidth of the front-end electronics. With a 1.5 GHz analog bandwidth, \( \tau \) is set to 235 ps. This waveform is then convolved with itself, in order to match the MCP pulse shape. The simulated input signals have variable spread in amplitude, implemented by taking into account the number of incident photo-electrons, \( N_{pe} \), as normally distributed with \( \sigma \) proportional to \( 1/\sqrt{N_{pe}} \). To average over discrete binning effects, we introduce a spread in the initial time, distributed uniformly between \( +\tau \) and \( \tau \).

The simulation includes both detector shot noise and thermal noise superimposed on the signal. The noise is taken with two contributions:

(1) white shot noise from the MCP, which is then shaped by the electronics in the same way as is the MCP output signal;
(2) white thermal noise is assumed to originate from the electronics components.

These two noise spectra are weighted so that they contribute equally to the overall signal-to-noise ratio.

A set of 300 synthesized signals with a mean of 50 photo-electrons, assuming a 1.5 GHz analog bandwidth, is shown in Figure 3. Figure 4 displays the Fourier spectra of: a) a noiseless MCP signal, b) MCP shot noise, c) electronics noise,
Fig. 3. Typical synthesized MCP-PMTs signals used in the simulation for an input signal of 50 photo-electrons. To average over discrete binning effects, signals are spread in the initial time, distributed uniformly between $+\tau$ and $\tau$.

and d) the final noisy MCP signal, including both sources of noise, for 20 input photo-electrons, and an overall bandwidth of 1.5 GHz. The signal-to-noise ratio is taken to be 32.

Fig. 4. Fourier spectra of a synthesized noiseless MCP signal (dashed-dots), MCP shot noise (dashed), electronics noise (dots), and the final ‘noisy’ MCP signal with both sources of noise included (solid). Sampling rate is set at 40 GSa/s, therefore, all frequency components above 20 GHz have been removed with an anti-aliasing filter.
3.2 Simulation of the Leading Edge Discriminator

In the simulation the fully-simulated waveform (i.e. with noise added as described above) is intersected with a threshold set at the value providing the best timing resolution for a given set of external parameters, such as the analog bandwidth, or the number of photo-electrons. For comparison with actual threshold measurements, some overdrive effects should probably be considered. The comparators are assumed to be ideal, i.e. the trigger is generated by the first time step in the simulation that has a pulse amplitude over the ‘arming’ threshold. The threshold is set between 4% and 15% of the average amplitude pulse height.

3.3 Simulation of the Multi-Threshold Discriminator

The multiple threshold technique [18] intersects the input waveform with several thresholds, typically (but not necessarily) equally spaced between a minimum and a maximum. A fit is then performed, and a single time is extracted as the time-of-arrival of the pulse. Figure 5 shows an example, with the best-fit time taken as the intersection of the fit extrapolated to the intersection with the time axis. For the input parameters we have chosen, we find that four thresholds, equally spaced between 10 and 50% of the average pulse height, are enough so that more thresholds do not significantly improve the performance.

3.4 Simulation of the Constant Fraction Discriminator

A constant fraction discriminator fires at a fixed fraction of the amplitude of the pulse, relying on the assumption that the pulse shape is independent of amplitude. The implementation considered here is that the input pulse is attenuated between 30 and 40%, inverted, and then summed with a version of the pulse delayed between 150 and 200 picoseconds. If the pulse passes a predetermined ‘arming’ threshold, set in the simulations to between 10 and 20% of the average pulse height, the time of the zero-crossing of the summed pulse is measured. As in the case of the leading edge simulation, the parameters are optimized to get the best possible timing resolution for a given set of
Fig. 5. An example of the multi-threshold simulation and technique. Zero-crossing time from the extrapolation of the fit (dashed line) to the nominal start of the pulse at zero amplitude.

parameters.

Fig. 6. Left: Time resolution versus the number of primary photo-electrons, for the four different timing techniques: one-threshold (blue, dashed-dots), constant fraction (green, dots), multiple threshold (red, dashed), and waveform sampling (black, solid) at 40 GSa/s. The analog bandwidth of the input to the sampling is taken to be 1.5 GHz, no sampling jitter added. Right: The same plot with the abscissa expanded to cover from 40 to 110 photo-electrons, and the ordinate expanded to cover 1 to 9 ps.
3.5 Simulation of Pulse Waveform Sampling

The simulation of pulse waveform sampling performs a number of samples of the signal voltage at equally spaced time intervals, digitized with a given precision in amplitude corresponding to the number of bits assumed in the A-to-D conversion, and adds a random jitter in the time of each sample. Sampling rates between 10 and 60 GSa/s have been simulated for A-to-D conversion precisions of between 4 and 16-bits. The analog bandwidth of the MCP device and associated front-end electronics are included in the simulations.

An iterative least-squares fit to a noiseless MCP template signal is then applied to the data using the Cleland and Stern algorithm that has been implemented for high resolution calorimetry measurements with Liquid Argon [32].

4 Results of the Simulations

Figure 5 shows the time resolution versus the number of photo-electrons for the four timing techniques. The number of photo-electrons is varied between 15 and 110; the sampling rate is 40 GSa/s, with no sampling jitter. The analog bandwidth is assumed to be 1.5 GHz, and in the case of sampling, the digitization is taken to have a precision of 16 bits.

The waveform sampling technique performs best of the four techniques, particularly for lower numbers of photo-electrons. Note that the sampling technique is relatively insensitive to (random) clock jitter; at 40 GSa/s sampling; jitters smaller than 5 psec do not introduce significant degradation in the resolution [33,34].

Table 1 shows the timing resolution for each technique for a set of parameters we have chosen as a base-line for use in a future detector: an input signal of 50 photo-electrons, a 1.5 GHz analog bandwidth, and for each technique, a signal-to-noise ratio of 80. All Monte-Carlo simulations were run with 300 events; the corresponding statistical uncertainty is on the order of 5%.

As expected, the multiple threshold technique is a clear improvement compared to the one-threshold discriminator for input signals above 10 photo-electrons. The constant fraction discriminator also is a significant improve-
<table>
<thead>
<tr>
<th>Technique</th>
<th>Resolution (ps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leading Edge</td>
<td>7.1</td>
</tr>
<tr>
<td>Multiple Threshold</td>
<td>4.6</td>
</tr>
<tr>
<td>Constant Fraction</td>
<td>2.9</td>
</tr>
<tr>
<td>Sampling</td>
<td>2.3</td>
</tr>
</tbody>
</table>

Table 1: The predicted timing resolution for each technique for an assumed input signal of 50 photo-electrons, a 1.5 GHz analog bandwidth, and a signal-to-noise ratio of 80. No sampling jitter has been added. The statistical uncertainty on each result is on the order of 5%.

Figure 7 shows the sensitivity of sampling to the digitization. The curve flattens out such that an 8-bit digitization is sufficient to get a resolution of a

Fig. 7. Pulse waveform sampling simulation results. Left: Time resolution versus sampling rate. The input signals correspond to 20, 50 and 100 photo-electrons. The digitization precision is 16-bits, with no sampling jitter added. The analog bandwidth is taken to be 1.5 GHz. Right: The timing resolution as a function of the number of bits used in the digitization. The sampling rate is 40 GSa/s, the analog bandwidth is 1.5 GHz. The signal is taken to be 100 photo-electrons, with a signal-to-noise ratio of 164. No sampling jitter has been added.
Fig. 8. Pulse waveform sampling simulation results. Left: Time resolution versus analog bandwidth for a fixed sampling rate of 40 GSa/s, for input signals of 20 and 50 photo-electrons and an 8-bit A-to-D precision. Right: Time resolution versus analog bandwidth for a sampling rate proportional to the analog bandwidth, with 8-bit digitization and a 2-ps timing jitter.

We have simulated the dependence of the time resolution with the analog bandwidth for our baseline sampling rate of 40 GSa/s, as shown in the left-hand plot of Figure 8. The time resolution versus analog bandwidth for a sampling rate proportional to the analog bandwidth is shown in the right-hand plot of Figure 8. In both cases, the time resolution improves with the analog bandwidth as expected, but flattens above a 2 GHz analog bandwidth and a 80 GSa/s sampling rate, showing that there is not much to gain in designing electronics beyond these limits.

The waveform sampling technique is also robust against random sampling clock jitter provided there are enough samples on the leading edge, as shown Figure 9.
5 Summary and Conclusions

We have developed a simulation package based on MATLAB to model the time resolution for fast pulses from photo-detectors. Using the parameters measured from commercial micro-channel plate photo-multipliers, we have simulated and compared the time-resolutions for four signal processing techniques: leading edge discriminators, constant fraction discriminators, multiple-threshold discriminators and pulse waveform sampling. We find that timing using pulse waveform sampling gives the best resolution in many cases, particularly in the presence of white noise and a substantial signal, such as fifty photo-electrons. With micro-channel plate photo-detectors, our simulations predict that it should be possible to reach a precision of several picoseconds or better with pulse waveform sampling given large-enough input signals. At high sampling rates of the order of 40 GSa/s, a relatively low precision digitization (8-bit) can be used.
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