Influence of the microchannel plate and anode gap parameters on the spatial resolution of an image intensifier
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The spatial resolution that can be obtained with image intensifiers depends largely on the spatial resolution of the microchannel plate (MCP)-anode assembly. Existing models on MCPs never include the nonuniform anode field penetration into the channels. The objective of this article is to show that this field penetration leads to a lens effect which has a crucial influence on the electron trajectories and the spatial resolution that can be obtained. From a simple model the relevant parameters determining the spatial resolution are identified as the anode gap, the anode field, the end-spoiling penetration depth, and the channel diameter. These parameters are varied in a Monte-Carlo simulation in which 20,000 electrons are traced through a channel, the end-spoiling, and the anode gap. The spatial resolution as obtained from these simulations is shown to depend heavily on the nonuniform field at the end spoiling. Especially low-energy electrons generated at the end spoiling deteriorate the spatial resolution. The best resolution is obtained for a small anode gap (300 μm) and small anode voltage (3 kV). This indicates that, above a certain value of the electric field in the anode gap, the effect of the lens is dominant. Doubling the end-spoiling penetration depth from 10 to 20 μm increases the resolution especially at high spatial frequencies. Furthermore, the resolution is enhanced considerably by decreasing the channel diameter. These results can be fully understood from the simple model presented. In addition, results are presented from experiments in which the spatial resolution is measured for various anode gaps and anode voltages. The dependencies of the spatial resolution on these parameters are in good qualitative agreement with the simulation results. © 2001 American Vacuum Society. [DOI: 10.1116/1.1364701]

I. INTRODUCTION

Second generation proximity focused image intensifiers consist basically of a photocathode, a microchannel plate (MCP), and a phosphor screen. The photocathode converts the incoming photon image into electrons. This electron image is accelerated towards the MCP in the cathode gap. The major part of the electrons will arrive in a channel and impinge on the cylindrical surface, thereby generating secondary electrons. These are accelerated down the channel, now liberating electrons themselves. In this way a single incoming electron can lead to a cloud of, typically, $10^4$ electrons leaving the MCP. This cloud will then be accelerated in the anode gap to gain the amount of energy that is necessary to light the phosphor grains, which display the electron image. In this type of image intensifier the proximity focusing is achieved by the application of homogeneous axial electrostatic fields in the cathode gap as well as in the anode gap.

This article deals with the spatial resolution of proximity focused MCP image tubes. In state-of-the-art image intensifiers one of the key factors that sets the resolution limit is the MCP-to-anode region of electron transfer.¹ To understand why, insight has to be gained in the way electrons move through the channels and the anode gap. In other words, the influence of the geometrical and electrical parameters on the electron trajectories needs to be understood.

A MCP consists of parallel arrays of hollow glass cylinders, which essentially are thin secondary emission current amplifiers. With a sufficiently high voltage over the MCP, collisions of energetic particles with the channel wall will lead to the emission of secondary electrons. Both sides of the MCP are covered with a thin layer of electrically conducting material, which is done first to connect all channels in parallel and second to provide the channels with a simple “aperture” at the output electrode (usually called the “end spoiling”).

Koshida et al.²,³ extensively discussed the energy distribution of the electrons that come out of the channels. They divided all electrons that come out of the channel into two major groups, which are:

Group (A): electrons that emerged from the end-spoiling region, which have a very low amount of kinetic energy $V$ (typically 0 to 10 eV) at the moment they leave the channel, and

Group (B): electrons that emerged from the channel region before the end-spoiling region, for which the electron energy $V$ is typically between 10 and 100 eV.

The energy distribution is the sum of the contributions

¹Electronic mail: hagen@cpo.tn.tudelft.nl
from each group: a sharp low energy main peak (A) and a subpeak with a long tail (B), as shown in Fig. 1. As the end spoiling is almost field free the kinetic energy of an outcoming electron that is emitted from the end spoiling (group A) is almost equal to its emission energy. Now Koshida et al. state that electrons emitted from the end spoiling are preferable for a high spatial resolution. They argue that low energy electrons cannot travel far from the channel where they are emitted and thus cannot be responsible for the degradation in spatial resolution. However, the end-spoiling material usually has a relatively low secondary electron emission yield. Therefore, to enhance the spatial resolution, and to increase the gain as well, Koshida et al. proposed to deposit a more efficient secondary electron emission material onto the end-spoiling region. Unfortunately, there are no experiments or simulations to confirm these ideas.

In this article a full Monte-Carlo simulation of the electron trajectories inside the channels and between the end spoiling and the anode is described. From a simple model, the relevant parameters of secondary electrons and their trajectories are identified, and for various values of these parameters the simulations are performed. The resulting distribution of the electrons on the anode is a measure of the spatial resolution that can be obtained. Then experiments will be described to measure the spatial resolution for different anode gaps and anode voltages, and the results are compared to the simulation results. Finally, the results will be discussed and conclusions will be drawn.

II. SIMULATION MODEL

First the geometry, in which the electrons will be released, has to be defined. The elementary configuration is shown in Fig. 2. Typical values that are used in state-of-the-art image intensifiers are: anode gap \( a = 500 \, \mu m \), end-spoiling depth \( h = 20 \, \mu m \), channel diameter \( d = 10 \, \mu m \), and anode gap voltage \( U_a = 5 \, kV \). A configuration with these values will be referred to as the default configuration. The positive \( z \) axis is directed from the channel towards the anode, and the origin is chosen to be at the channel end. Once the geometry is known, the electrostatic field can be calculated. This is done with the finite element method, using the electrostatic lens design program ELD.\(^4\) The density of the mesh lines may vary, which offers the possibility to increase the accuracy of the calculated potential locally. This is done at the edges of the end spoiling where a considerable field enhancement is expected. Of course, the electric field is uniform in the anode gap and in the channel region before the end spoiling. However, it penetrates from both sides into the end-spoiling region, thereby creating a "lens effect," as is shown in Fig. 3 for the anode gap side of the end spoiling. The lens effect has never been investigated in relation with the spatial resolution of image intensifiers.

Now before doing the full simulation it is instructive to estimate the importance of the lens effect using a very simplified model. As the anode field is typically about six times larger than the channel field in image intensifiers, the lens effect is only expected to have a serious influence on the anode gap side of the end spoiling. An estimate (thin lens approximation) of the focal length \( F \) of the lens is given by \(^5\)

\[
F = \frac{4V_z}{E_a},
\]

where \( V_z \) is the voltage at the channel depth and \( E_a \) is the anode field. The enhancement of the field is considerable, especially near the end-spoiling edges.
where \( V_z \) is the axial electron energy (eV) at the lens and \( E_a \) is the electric field in the anode gap. Two things can happen to an electron that is emitted from the channel wall: (i) it collides with the channel wall again (thereby generating secondaries) or (ii) it escapes from the channel and reaches the anode. Of course, this is fully dependent on the exit angle and energy of the secondary electron. Once the electron has entered the homogeneous field between MCP and anode, the trajectory is a simple parabola. One can write for the distance between the point of arrival on the anode of an outgoing electron and the point where the channel axis intersects the anode

\[
R_a \approx 2a \left( \frac{V_z}{U_a} \right)^{1/2}, \tag{2}
\]

where \( V_z \) is the radial energy of the electron, \( a \) is the anode gap, and \( U_a \) is the voltage over the anode gap. Consequently, one would expect that a higher anode voltage is preferable for a smaller electron spot on the anode. For example, if \( V_z = 2 \) eV then \( R_a \) becomes 20 \( \mu \)m (for the default values from Fig. 2).

However, the lens at the end of the end spoiling will change the radial velocity \( r_1 \) of the electrons which come from far behind the lens (group B electrons) with an amount \( r_2 \tan(\xi) \), where \( r_2 \) is the axial velocity and \( \xi \) is the angle between \( r_1 \) and the total velocity \( r \) after the electron has passed the lens. Thus \( V_\perp \) consists of two components, i.e.,

\[
V_\perp = V_\perp,_{a} (\text{radial emission energy})
\]

\[
+ V_\perp,_{\text{lens}} (\text{radial energy change due to lens}). \tag{3}
\]

To estimate the effect of the radial energy change one can write \( \tan(\xi) = rF^{-1} \) where \( r \) is the distance from the optical axis to the electron just before it crosses the lens. With this and Eq. (1), the point of arrival on the anode, due to the radial momentum change only, becomes

\[
\text{(group B)} \quad R_a = \frac{\pi}{2} \left( \frac{U_a}{V_z} \right)^{1/2}. \tag{4}
\]

Note that this is independent of the anode gap. With \( V_z = 50 \) eV and \( r = 4 \) \( \mu \)m, this leads to an \( R_a \) of 20 \( \mu \)m (for the default values). With two contributions to \( R_a \), of which one is proportional to \( \sqrt{U_a} \) and one is proportional to \( 1/\sqrt{U_a} \), there must be an optimum \( U_a \). At the optimum \( U_a \) both contributions to \( R_a \) will be approximately equal, i.e., \( R_a \sim \sqrt{ar^2} \). This is a very different conclusion than one which says that \( U_a \) must be chosen as high as possible. The lens equation [Eq. (1)] cannot be used for electrons which come from the end spoiling (group A electrons). Due to the fact that the end-spoiling region is almost field free, these electrons have a high probability to collide with the channel wall unless they come from the very end. The electrons emitted from the end of the end spoiling will gain a certain amount of kinetic energy in the radial direction (apart from the radial component of the emission energy) before the axial field significantly affects them. This is because the concentration of potential lines along the channel edge (plotted in Fig. 3) is relatively high and their orientation is almost parallel to the channel axis. Most of these electrons are able to escape to the anode gap. Reference 5 gives an analytical formula that describes the penetration of the electric field into an aperture along the optical axis (z). At the very end of the channel, this formula can be simplified to obtain

\[
U(z, r = 0) \approx \frac{E_ad}{2 \pi}, \tag{5}
\]

where \( d \) is the channel diameter. When it is assumed that the electrons from group A gain a certain fraction \( k \) of the potential in Eq. (5), as a radial energy component, one can write with Eq. (2):

\[
\text{(group A)} \quad R_a = \left( \frac{2kad}{\pi} \right)^{1/2}, \tag{6}
\]

\( k \) being 1. Note that Eq. (6) is independent of the anode voltage. Thus, \( R_a \) can be minimized by reducing the channel diameter and the anode gap. As an example, assume that \( k = 1/2 \). Then \( R_a \) becomes 40 \( \mu \)m (again, the default values are used). Note that this is twice as much as the radial displacement from the previous examples. Consequently, one would expect that group A electrons will contribute to a lower spatial resolution. This is in contradiction with the earlier mentioned statement from Koshida et al.

From this simple model, resulting in Eqs. (2), (4), and (6), it is clear that the influence on the spatial resolution of at least three parameters must be investigated: the anode voltage, the anode gap, and the channel diameter. Further, the influence of the end-spoiling penetration depth will be investigated because this parameter has a large influence on the energy distribution of the electrons that come out of the channels of a MCP.2,3,6 The applicability of the very crude model used before will only become clear after comparison with the results of the full Monte-Carlo simulations.

To simulate the electron movement in the channel correctly, one has to define the distribution functions of the events. The model applies to a channel operated in conditions in which space charge and wall charging do not significantly modify the channel performance. It can easily be shown that in the operation range of all MCP image intensifiers these effects can be neglected.7

The usual assumption is to take the Poisson distribution for the statistical number of secondaries \( \eta \) generated by a primary electron hitting the channel surface. This distribution function is given by

\[
f_\eta(\eta) = \frac{\delta^\eta}{\eta!} \exp(-\delta), \tag{7}
\]

where \( \eta(V, \gamma) \) is the secondary electron yield which can be calculated with the parameters \( V \) (the kinetic energy) and \( \gamma \) (the angle of incidence) of a given primary electron.7,8 For a full simulation, one should then follow each secondary electron to its place of impact on the channel wall, create new secondary electrons, etc. However, because the number of electrons to be used is very large, we assume that this calculation procedure can be replaced by an exponential distribution of emitted electrons along the channel axis (z). This
sumed to be unity

\[ G = C(\delta)^p, \]

where \( C \) and \( p \) are constants (the latter for a given channel length). Consequently, the probability function for an electron to emerge from a certain \( z \) position at the channel wall becomes

\[ f_2(z) = D \exp(q(z - l)), \quad f_3(\phi) = (2\pi)^{-1}, \]

where \( \phi \) is the angle in the xy plane (i.e., the plane perpendicular to the \( z \) axis, or channel axis) and \( D \) and \( q \) are constants. The distribution is assumed to start at a depth \( l \) into the channel, and continues to the end spoiling depth. Of course, for the end-spoiling region a different distribution with other \( D \) and \( q \) values must be used.

Further, the start conditions of the secondary electrons have to be formulated.\(^7\) The exit angles, \( \theta \) and \( \phi \) (spherical coordinate system), are described by a cosine distribution function

\[ f_4(\theta) = \frac{\sin(2\theta)}{2}, \quad f_5(\phi) = (2\pi)^{-1}. \]

The kinetic energy \( V_0 \), at the moment the electron is emitted, is described by a Rayleigh distribution function\(^8\)

\[ f_6(V_0) = \frac{V_0}{\chi} \exp\left(\frac{-V_0^2}{2\chi}\right), \]

where \( \chi \) is a constant.

In Fig. 4, the functions \( f_2 \), \( f_4 \), and \( f_6 \) are plotted, as obtained from a simulation with 15 000 electrons. The constants \( D \), \( q \), and \( \chi \) are estimated by using experimental data from Refs. 8 and 9. It is assumed that the average secondary electron yield is 1.7 and the average length of the trajectories in the \( z \) direction is 30 \( \mu \)m (channel voltage=800 V; channel length=500 \( \mu \)m). The deeper into the channel the electrons are generated, the smaller the probability is that they leave the channel without hitting the channel wall. Therefore, the distribution does not have to start at the channel entrance, but can safely be started sufficiently deep (compared to the average trajectory length) into the channel, i.e., at \( l = -200 \) \( \mu \)m. This leads to \( q = 1.69 \times 10^4 \) \( \text{m}^{-1} \) and \( D = 596 \) \( \text{m}^{-1} \). For the end spoiling, the average secondary electron yield is assumed to be unity (i.e., \( q = 0 \)) and the ratio of the end of the exponential distribution height and the constant end-spoiling distribution height is assumed to be 1.7, reflecting the ratio of secondary electron yields. A realistic energy distribution is obtained by choosing \( \chi = 2 \), which sets the distribution maximum at \( \sqrt{2} \) eV, in agreement with many published secondary electron energy distributions.

The electric field is calculated using the ELD program. Note that now also the lens field at the channel side of the end spoiling, which was neglected in the simple model, is taken into account. The main output file of ELD contains the potential on every mesh node in the design. This file (and a file containing the electron parameters) is used by the ray tracing program TRC/TRASYS\(^10\) to calculate the trajectories of the particles. The integration routine, which solves the equations of motion, needs the field values along the path of the particle. The routine calculates the field from the 12 nearest mesh node potentials.\(^11\)

The simulations are fully three-dimensional. Every simulation is executed for 20 000 electrons. The spot on the anode always appeared to be almost rotationally symmetrical. This is an indication that the number of electrons is sufficiently

![Fig. 4. (a) The exponential \( z \) distribution according to Eq. (9). The length of the linear interval is equal to the end-spoiling penetration depth. (b) The cosine \( \theta \) distribution according to Eq. (10), and (c) the Rayleigh energy-distribution according to Eq. (11). To generate these plots, 15 000 electrons were used.](image-url)
large. Further, the results are reproducible within 1% for different seeds of the random generator.

The function chosen to represent the spatial resolution is the modulation transfer function (MTF). It is defined as the ratio of the image modulation to the object modulation and varies with the spatial frequency. The MTF is equal to the real part of the Fourier transform of the line spread function (LSF). It is convenient to take an equidistant line pattern as a measure for the spatial frequency. Then a certain spatial frequency is represented by a certain number of line pairs (lp) per millimeter. The MTF is often used to characterize the performance of optical systems as the MTF contains almost all optical information of a system, and it has the advantage that if the MTFs for the individual components in a system are known, the system MTF can simply be calculated as their product. Thus, by applying a relatively simple multiplication rule, the MTF of a complex system can be calculated from those of its components. The justification of these statements can be found in some advanced works on optical transfer functions, like Refs. 12 and 13.

The current distribution in the electron spot on the anode transforms into the corresponding LSF curve by dividing it into bars of equal width. In Fig. 5, a schematic spot profile on the anode is shown. The electrons in every bar are added to obtain the LSF and the MTF is obtained by a fast Fourier transform (FFT) of the LSF. The results of the simulations and experiments will be summarized in terms of the MTF at 25 and 60 line pairs per mm. These values are chosen as parameters to characterize the performance for the middle and high spatial frequencies, respectively. Both regimes are important when the image quality of a tube is concerned.12

III. SIMULATION RESULTS

To give a qualitative overview, the effect of the lens on the trajectories of electrons with different positions of emergence in the channel is displayed in Fig. 6. Note that this is a two-dimensional situation (i.e., emission perpendicular to the channel wall). Several representative values (from 0.1 to 2.5 eV) are used for the emission energy. In the earlier defined coordinate system from Fig. 2, the positions of emergence of the electrons are $-2$ and $-10$ μm (group A) and $-30$ and $-70$ μm (group B). For every $z$ value, the trajectories of the 0.1 eV electron and the highest energy electron (i.e., the highest energy for which the electron is still able to get out of the channel) are shown. The parabolic shape of the trajectories in the channel, as well as in the anode gap, is clearly seen. Only the low-energy rays coming from just before the end spoilage (see the 0.1 eV ray starting at $-30$ μm in Fig. 6) are affected by the weak lens at the channel side of the end spoilage. The higher energy rays, as well as the rays from deeper down the channel, are already hardly affected by this lens, justifying the assumption of the simple model that this lens can be neglected compared to the lens at the anode side of the end spoilage. The focusing action of the latter lens is evident from the electron rays coming from before the end spoilage (region B). The electrons starting at $-70$ μm gain more axial energy ($V_z$) before crossing the lens, than the ones starting at $-30$ μm, and according to Eq. (4) their radial momentum change due to the lens will be smaller. Therefore, electrons coming from deeper down the channel end up closer to the center of the anode spot. Note that the anode is not visible in Fig. 6, as it is located at 500 μm. However, electrons generated in the end spoilage gain a lot of radial energy from the penetrating electric field, and their trajectories cross the anode plane much further from the spot center. Especially the electrons emerging from the very end of the end spoilage obtain a large radial energy and enlarge the spot size most. Note that in the $-2$ μm case all trajectories are almost the same, as the radial energy is predominantly determined by the electric field rather than the emission energy.

The quantitative results are obtained from the full simulations of 20 000 electrons. Figure 7 shows a typical MTF for the default configuration. Also indicated are the 25 and 60 lp/mm points, which will be used to compare the simulation results for different parameters. In Tables I and II the results are displayed for 25 and 60 lp/mm, respectively, and for varying anode gap and anode voltage. All other parameters are default values. Table I shows that the smallest gap and lowest voltage (300 μm, 3 kV) give the best result for 25 lp/mm. Larger gaps and/or larger voltages show a decrease of the MTF. From Table II (for 60 lp/mm) it is seen that for the larger gaps (500 and 800 μm), the optimum value of the voltage is near 5 kV. However, again the combination of a
small gap and a low anode voltage is superior. The influence of the gap on the MTF is somewhat stronger than the influence of the anode voltage.

The two other parameters examined are the penetration depth of the end spoiling and the channel diameter. The results can be found in Tables III and IV, respectively. The end- spoiling penetration depth seems to be only important for the high spatial frequencies: from 10 to 20 μm, the MTF doubles for 60 lp/mm but the next step (20–30 μm) has no influence anymore. Further, it is very clear from Table IV that the channel diameter must be as small as possible, this parameter has an enormous influence on the MTF, for both 25 and 60 lp/mm.

IV. EXPERIMENTAL SETUP

To check whether the results from the simulations are realistic, comparative measurements were performed. The experimental setup is shown schematically in Fig. 8. The photocathode is replaced by a thermionic electron gun and the object is a microslit. (The channel plate consists of a large number of electron multiplier tubes in a hexagonal array. The image of a sharp slit through such an array of apertures depends on the relative position of the slit with respect to the array. If the slit is very long and not aligned with a principal axis of the array, the output image, averaged in time becomes independent of the position of the slit with respect to the array.) The spatial resolution can be checked with or without the MCP. The microscope reads the optical signal on the fiber output of the anode. Further, it magnifies the image because the resolution of the charge coupled device (CCD) camera (pixels of 9.12 μm) is too low for direct imaging. A very important feature of the design is the possibility of in situ variation of the anode gap. Changing this parameter, as well as the anode voltage, allows a full comparison between the simulations and the measurements.

Two examples of CCD-camera images can be found in Fig. 9. The top image [Fig. 9(a)] is a measurement with the MCP mounted; the bottom image [Fig. 9(b)] is the result for the anode, fiber optics and the measuring system (i.e., a measurement without the MCP). As is visible clearly, the MCP and anode gap have a large influence on the spatial resolution. The measurement without the MCP is done in order to correct for the influence of the phosphor grains, the fiber optics and the measurement system itself on the MTF because only the MCP and anode gap are under investigation. Further, the influence of the electron energy on the anode MTF appeared to be negligible.

V. EXPERIMENTAL RESULTS

The results of the measurements are shown in Tables V and VI. Due to limitations on the power supply, the anode voltage could only be raised to 7 kV. Experimentally it was difficult to adjust the anode gap exactly to the values for which the simulations were done. To enable an easy comparison between simulation and experiment, the experimental data were linearly interpolated to anode gap values as used in the simulations (for example, the result for 300 μm is calculated from the results for 250 and 360 μm). The small gaps and low voltages give the best results, as for the simulations. For 25 lp/mm, increasing the voltage (for 300 and 500 μm) or the anode gap (for 3 kV) results in a lower MTF.

The MTF, shown in Table VI (60 lp/mm), does not vary as strongly as in the simulations, but the trends are the same. Note that for 800 μm the MTF increases monotonically with the voltage because the proximity focusing effect of the anode gap field has become dominant over the defocusing lens effect at these relatively low anode gap fields.

Table I. Simulated MTF at 25 lp/mm for a variable anode voltage and anode gap.

<table>
<thead>
<tr>
<th>Anode voltage (kV)</th>
<th>300 MTF</th>
<th>500 MTF</th>
<th>800 MTF</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.60</td>
<td>0.55</td>
<td>0.42</td>
</tr>
<tr>
<td>5</td>
<td>0.53</td>
<td>0.46</td>
<td>0.45</td>
</tr>
<tr>
<td>8</td>
<td>0.42</td>
<td>0.37</td>
<td>0.37</td>
</tr>
</tbody>
</table>

Table II. Simulated MTF at 60 lp/mm for a variable anode voltage and anode gap.

<table>
<thead>
<tr>
<th>Anode voltage (kV)</th>
<th>300 MTF</th>
<th>500 MTF</th>
<th>800 MTF</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.26</td>
<td>0.08</td>
<td>0.02</td>
</tr>
<tr>
<td>5</td>
<td>0.16</td>
<td>0.12</td>
<td>0.04</td>
</tr>
<tr>
<td>8</td>
<td>0.04</td>
<td>0.06</td>
<td>0.03</td>
</tr>
</tbody>
</table>

Table III. Simulated MTF at 25 and 60 lp/mm and varying end- spoiling penetration depth h.

<table>
<thead>
<tr>
<th>h (μm)</th>
<th>MTF at 25 lp/mm</th>
<th>MTF at 60 lp/mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.47</td>
<td>0.06</td>
</tr>
<tr>
<td>20</td>
<td>0.46</td>
<td>0.12</td>
</tr>
<tr>
<td>30</td>
<td>0.45</td>
<td>0.13</td>
</tr>
</tbody>
</table>
Finally, note that the earlier mentioned results are obtained with new MCPs. Even in this case, the MCP-to-MCP variation is considerable. Further, dirty MCPs (i.e., MCPs that are exposed to air for a longer period thus containing one or more layers of oxygen on the channel wall) show a worse MTF, while scrubbed MCPs (i.e., MCPs that are cleaned by an electron bombardment for typically 24 h) show a better MTF. A possible explanation of these observations lies in a change of the secondary electron yield. The oxides, attached on the dirty channel wall, have a high secondary electron yield. This could be equivalent to a steeper exponential distribution along the $z$ axis (for the same gain). Consequently, the average energy of the output electrons becomes lower, which would influence the spatial resolution negatively.

VI. DISCUSSION AND CONCLUSIONS

When the results from the simulations (Tables I and II) and the measurements (Tables V and VI) are compared, it is clear that the global trends are the same. The combination 3 kV and 300 $\mu$m shows the largest MTF, both for 25 and 60 lp/mm. Increasing the anode voltage for a small anode gap leads to a smaller MTF, as well as increasing the anode gap at low anode voltages. For larger gaps the optimum voltage is near 5 kV.

How does the simple model [Eqs. (1)–(6)] explain the results? The most important observation from the results is the decrease of the MTF for a larger anode voltage and 300 $\mu$m gap, both for simulation and experiment. In this case, the contribution from Eq. (2) is small because $a$ is small. Apparently, the lens [from Eq. (4)] indeed plays a crucial role in relation with the axial energy of the outcoming electrons, as it is also shown in Fig. 6. Note that the lens specifically affects the high spatial frequencies. This is because, when the anode voltage is increased sufficiently, the high energy electrons, which account for the large MTF at 60 lp/mm, will also be “thrown away” from the optical axis. There is a negative relation between MTF and anode gap, i.e., the MTF

<table>
<thead>
<tr>
<th>$d$ ($\mu$m)</th>
<th>MTF at 25 lp/mm</th>
<th>MTF at 60 lp/mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>0.61</td>
<td>0.26</td>
</tr>
<tr>
<td>10</td>
<td>0.46</td>
<td>0.12</td>
</tr>
<tr>
<td>16</td>
<td>0.36</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Table IV. Simulated MTF at 25 and 60 lp/mm and varying channel diameter $d$.

![Table V. Experimental MTF at 25 lp/mm for a variable anode voltage and anode gap.](chart)

<table>
<thead>
<tr>
<th>Anode gap ($\mu$m)</th>
<th>Anode voltage (kV)</th>
<th>MTF</th>
<th>MTF</th>
<th>MTF</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3</td>
<td>0.47</td>
<td>0.42</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.39</td>
<td>0.38</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>0.33</td>
<td>0.33</td>
<td>0.33</td>
</tr>
</tbody>
</table>

Table V. Experimental MTF at 25 lp/mm for a variable anode voltage and anode gap.

![Table VI. Experimental MTF at 60 lp/mm for a variable anode voltage and anode gap.](chart)

<table>
<thead>
<tr>
<th>Anode gap ($\mu$m)</th>
<th>Anode voltage (kV)</th>
<th>MTF</th>
<th>MTF</th>
<th>MTF</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3</td>
<td>0.18</td>
<td>0.13</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.14</td>
<td>0.12</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>0.09</td>
<td>0.10</td>
<td>0.09</td>
</tr>
</tbody>
</table>

Table VI. Experimental MTF at 60 lp/mm for a variable anode voltage and anode gap.
decreases for larger gaps. For small gaps, the anode voltage is of less importance but in most cases an optimum exists, as expected from Eqs. (2) and (4). For larger gaps, it is clear that the earlier mentioned proximity focusing effect comes in. This is the reason why the combination of 5 kV and 500 μm is used nowadays. Several technical problems arise when the combination of 3 kV and 300 μm has to be implemented in image tubes.

The simulations have shown that the influence of the channel diameter on the resolution is large, as illustrated by Table IV. The penetration of the electric field is approximately linear with the channel diameter, as shown by Eq. (5). Applying a smaller channel diameter will strongly increase the MTF of the system, mainly because the consequence of this measure is a smaller effect of the lens. This is consistent with Eq. (6). These findings were not verified experimentally. It is noteworthy that the simulation results can, surprisingly well, be understood from the simple model.

Finally, varying the end-spoiling penetration depth only modifies the MTF at 60 lp/mm. In case of a large end spoiling, most “middle energy” electrons, emitted from region B (i.e., the part of the channel before the end spoiling) will collide with the end-spoiling wall (because this region is almost field free). Thus, when the end-spoiling length is increased, the middle energy electrons will be caught by it. This is positive because the fraction of high energy electrons will increase. Obviously, only the first 20 μm of the end-spoiling accounts for this effect (see Table III). Electrons that are emitted from the end spoiling (especially from the end of it) are undesirable. These electrons have a high probability to escape into the anode gap. The electric field from the anode gap, which penetrates into the channel, will increase the radial energy of the electrons, and they will hit the anode far from the optical axis.

In conclusion it can be said that the spot size of electrons on the anode is largely determined by the lens. It has a defocusing effect on the spot size which, especially for the smaller gaps, dominates over the proximity focusing effect of a high, uniform electric field in the anode gap. The earlier mentioned authors2,3 did not include the lens effect in their models. Further, they assumed that a monochromatic beam of low energy electrons would be preferable to achieve a higher MTF. However, the low energy electrons (mainly the electrons emitted from the end spoiling) appear to have a negative influence on the MTF. In order to raise the MTF of an image intensifier, the electrons from the end spoiling have to be excluded and/or the nonuniformity of the electric field near the end spoiling has to be suppressed.